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Short Description

WatchEvent is an attempt to make WebSphere MQ events more user friendly and to give some visual feedback on generated events.  The goal is to have a very small and unobtrusive interface that will alert administrators / developers about possible problems.  Figure 1 is a screenshot of the interface, and yes, it is not much, but I believe the power and the appeal in this unusual and simple interface is really its minimalist simplicity. 
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Figure 1 - Unobtrusive interface
At the same time all event information must be available in an easily readable format at the click of a button.  On a running system the default interface will float on top of all windows covering only the top few pixels of the screen, allowing normal day to day usage of the system as can be seen in Figure 2.
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Figure 2 - Interface example
The different colors of the six indicators will act as a visual indication of possible warnings and problems as reported by WebSphere MQ events. At the same time it will give fast and easy access to all relevant event information as well as a few extra pieces of information.
One of the ways to use WatchEvent is to use the graphical outputs to do trend analysis.  It could for instance show that a specific channel goes down every 30 seconds, and that in turn might be the reason for slow performance.

At the heart of the system are the six indicators that cover the following areas:

· Queue manager related events

· Channel related events

· General Queue related events
· Queue depth related events

· Queue performance related events

· Other information

The significance of the indicator colors are as follows:

· [image: image3.png]


 Green 
- No problem

· [image: image4.png]


 Blue 
- Warning / possible problem

· [image: image5.png]


 Red 
- Error / possible serious problem

· [image: image6.png]


 Orange
- Information / connect problem

Installation

Like its older brother WatchQ, I tried to keep everything very simple and straight forward with WatchEvent.  But, due to the nature of trying to display information in a human readable form and to allow the user to change options I had to include some initialization files with the executable.

Copy all of the following files into the same directory:

· Watchevent.exe
The windows platform executable, and sorry, there are no plans for other platforms.  Written in C++ and linked for WebSphere MQ client setup.
· WatchEvent.ini
The default file for startup parameters for WatchEvent.  It is possible to have more than one ini file, just give it a different name and supply this name as the first startup parameter to WatchEvent.
· ReasonCodeList.txt
Extracts I made from several WebSphere MQ help files to translate the very cryptic messages from the event structures to at least something that vaguely resembles English.  I’m pretty sure I’ve missed some files, because it is almost impossible to simulate all possible events and check the correct translation, so if you can simulate an event that does not translate to English, please let me know and I’ll try and fix the problem.
· AttSelect.ini
More extracts from the WebSphere MQ help files to translate event codes to more meaningful text.

Setup and Configuration

WebSphere MQ setup and configuration
WatchEvent needs a WebSphere MQ client connection to the WebSphere MQ server.  To set this up on the server, create a server connection channel.  If you do not have access to a graphical configuration tool like WebSphere MQ Explorer, use the WMQ ugly interface RUNMQSC from a command prompt and enter the following line:

define channel ('MYCHANNEL') chltype(svrconn)
Then, the easiest way to create a client side channel on the windows machine (where WatchEvent will run) is to create the MQSERVER environment variable.  Please note that if you need to connect to more than one WebSphere MQ server from the same machine then it is better to use the MQCHLLIB and MQCHLTAB environment variables, ask your favorite MQ administrator to help with the setup.  To create the MQSERVER environment variable for all sessions on your machine, define it via the windows interface in “My Computer” icon.  Otherwise, to define it for only one session in a command prompt, enter the following line in a new command prompt window:


set MQSERVER=MYCHANNEL/TCP/SERVERMACHINE(????)
where MYCHANNEL is exactly the same channel name as defined for the SVRCONN channel on the server, SERVERMACHINE is the hostname or tcp/ip address of the queue manager machine and ???? is the port number that the listener for the queue manager is listening on. (Tip: more often than not ???? is 1414 or 1415 ( )

Default WebSphere MQ installations often do not enable events.  If you have a graphical tool to configure WebSphere MQ queue manager, you can enable events for the queue manager, queues and channels. If event generation is not enabled there will be no events to view for WatchEvent.
If you do not have access to a graphical tool then you must use the ugly interface by running RUNMQSC from a command prompt.  For instance, if you want to enable performance events for the queue manager, you need to enter the following in RUNMQSC:


alter qmgr perfmev(enabled)
or, to enable queue depth high event for the queue XXX, enter the following in RUNMQSC:

alter qlocal('XXX') qdphiev(enabled)

WatchEvent setup and configuration

Before you can start to use WatchEvent you must first change the initialization file, watchevent.ini.  This section will cover all the parameters in the ini file with descriptions on what to expect from all the different settings.  Please note that the first “phrase” on every line is a keyword used by the WatchEvent application and I suggest you use it exactly as provided.  The parameter is the setting for the phrase and is user changeable.  In some instances I suggest default values.  A line starting with a “/” indicates a comment, but please note that the “/” replaces the first character of the phrase. You must make the phrase unrecognizable otherwise WatchEvent will still pick it up.
When WatchEvent starts up it will try and open an ini file.  It will look in the ini file for the phrases and assign behavior to the application depending on the parameters.

There are four sections in the ini file:

1. Connection parameters, specifying connection queue manager and queues to browse for events.

2. Visual setup parameters

3. Behavior specifying parameters

4. Events to track or ignore

Connection Parameters
This section defines the queue manager that WatchEvent must connect to as well as the names of the queues that contains events.  For a quick test of WatchEvent, just make sure the queue manager is specified correctly and then you can start WatchEvent.
EVENT_QUEUE_MANAGER

qmgr_name
Replace qmgr_name with the name of the queue manager that collects all events.  It is possible to point all event queues from many queue managers to the central “event” queue manager.  When you create the new alias event queues also change the persistence to “persistent”.  In that way you do not loose any event messages that could be valuable in the analysis phase.
If you decide to replace the local event queues on a queue manager to point to different event queues, make 100% sure you spell the name of the alias or remote queue definition exactly the same as the original event queue.

EVENT_QUEUE_SOURCE

EVENTS
During my own testing I created one queue called “EVENTS” and I routed all events from many queue managers to this one central queue.  Call it anything you like.  You can have a maximum of ten (10) EVENT_QUEUE_SOURCE phrases.
EVENT_QUEUE_SOURCE

SYSTEM.ADMIN.PERFM.EVENT
EVENT_QUEUE_SOURCE

SYSTEM.ADMIN.CHANNEL.EVENT
EVENT_QUEUE_SOURCE

SYSTEM.ADMIN.LOGGER.EVENT
EVENT_QUEUE_SOURCE

SYSTEM.ADMIN.QMGR.EVENT
If you prefer you can just use the default event queues as created during queue manager installation.

Visual Setup Parameters
Please note that whenever the text refers to “X” that “X” actually means the parameter after the phrase.  Please note that all numerical values that refers to time are also in seconds.
WATCH_EVENT_REFRESH_INTERVAL



30
Refresh event information and capture new events every X seconds.  Initially when you test and play with WatchEvent set this value to 5.  If you would like to know how much time did WatchEvent needed for the last scan, right click on any indicator and select the “Information” menu entry.
WINDOW_LEFT_EDGE






0
Space in pixels between the left edge of the first indicator and the left edge of the physical screen.  0 indicates that the first indicator starts on the left edge of the screen.
WINDOW_TOP_EDGE






0
Space in pixels between the top edge of the indicators and the top edge of the physical screen. 0 indicates that the top edge of the indicators starts on the top edge of the screen.
WINDOW_WIDTH






500
The width in pixels of all six indicators, including the spaces between the indicators.  This also limits the width of the “Graph” windows.
WINDOW_HEIGHT






5
The height of the indicators in pixels.
SPACE_BETWEEN_INDICATORS




5
Space between indicators in pixels.
Behavior Specifying Parameters
EVENT_REMOVE_OLDER_THAN




604800
When browsing the events specified in the EVENT_QUEUE_SOURCE phrases’ parameter, remove all events older than X seconds.
WATCH_QUEUE_MANAGER_STARTS_PERIOD

604800
Give warning when the queue manager starts more often than WATCH_QUEUE_MANAGER_ STARTS_TOLERANCE (see next phrase) times in X seconds.
WATCH_QUEUE_MANAGER_STARTS_TOLERANCE

3
Show a warning when queue manager starts more than X times in the period specified by WATCH_QUEUE_MANAGER_STARTS_PERIOD (see previous phrase).
WATCH_QUEUE_FULL_PERIOD




3600
Show an error for X seconds after a queue full event was generated.
WATCH_QUEUE_DEPTH_PERIOD




86400
Warn for at least X seconds that a potential error situation did occur.
WATCH_INHIBIT_PERIOD





3600
Show a warning for at least X seconds after any inhibit event was generated.
WATCH_INHIBIT_TOLERANCE




0
Allow X inhibit events before showing a warning.
WATCH_CHANNEL_TOLERANCE




2
WATCH_CHANNEL_PERIOD





172800
WATCH_CHANNEL_ALERT_AUTODEF_ERROR

YES
If an auto define error event is generated, turn channel indicator red.  This is a potential security problem unless you allow the auto definition of channels, then just a administrator or programmer error.  Is this a security problem?
WATCH_CHANNEL_ALERT_AUTODEF_OK


YES
If an auto define ok event is generated, turn channel indicator blue.  This is a potential problem unless you allow the auto definition of channels.
WATCH_QUEUE_PERFORMANCE_REDLINE


6000
If there are service interval high events with no matching service interval ok events then display a red indicator if situation not corrected with X seconds.
WATCH_UNKNOWN_OBJECT_PERIOD



600
WATCH_SECURITY






YES
Events to Track or Ignore

You are allowed to ignore any event, but if you receive / download the original WatchEvent package all IGNORE_EVENT lines in the WatchEvent.ini files are ten to one not implemented in the current version of WatchEvent.  If you can simulate the event and let me know if it works or not I’ll really appreciate it.
/GNORE_EVENT MQRC_ALIAS_BASE_Q_TYPE_ERROR 2001

IGNORE_EVENT MQRC_BRIDGE_STARTED 2125

IGNORE_EVENT MQRC_BRIDGE_STOPPED 2126

/GNORE_EVENT MQRC_CHANNEL_ACTIVATED 2295

/GNORE_EVENT MQRC_CHANNEL_AUTO_DEF_ERROR 2234

/GNORE_EVENT MQRC_CHANNEL_AUTO_DEF_OK 2233

IGNORE_EVENT MQRC_CHANNEL_CONV_ERROR 2284

/GNORE_EVENT MQRC_CHANNEL_NOT_ACTIVATED 2296

IGNORE_EVENT MQRC_CHANNEL_SSL_ERROR 2371

/GNORE_EVENT MQRC_CHANNEL_STARTED 2282

/GNORE_EVENT MQRC_CHANNEL_STOPPED 2283

/GNORE_EVENT MQRC_CHANNEL_STOPPED_BY_USER 2279

IGNORE_EVENT MQRC_CONFIG_CHANGE_OBJECT 2368

IGNORE_EVENT MQRC_CONFIG_CREATE_OBJECT 2367

IGNORE_EVENT MQRC_CONFIG_DELETE_OBJECT 2369

IGNORE_EVENT MQRC_CONFIG_REFRESH_OBJECT 2370

IGNORE_EVENT MQRC_DEF_XMIT_Q_TYPE_ERROR 2198

IGNORE_EVENT MQRC_DEF_XMIT_Q_USAGE_ERROR 2199

/GNORE_EVENT MQRC_GET_INHIBITED 2016

/GNORE_EVENT MQRC_NOT_AUTHORIZED 2035

/GNORE_EVENT MQRC_PUT_INHIBITED 2051

/GNORE_EVENT MQRC_Q_DEPTH_HIGH 2224

/GNORE_EVENT MQRC_Q_DEPTH_LOW 2225

/GNORE_EVENT MQRC_Q_FULL 2053

/GNORE_EVENT MQRC_Q_MGR_ACTIVE 2222

/GNORE_EVENT MQRC_Q_MGR_NOT_ACTIVE 2223

/GNORE_EVENT MQRC_Q_SERVICE_INTERVAL_HIGH 2226

/GNORE_EVENT MQRC_Q_SERVICE_INTERVAL_OK 2227

IGNORE_EVENT MQRC_Q_TYPE_ERROR 2057

IGNORE_EVENT MQRC_REMOTE_Q_NAME_ERROR 2184

/GNORE_EVENT MQRC_UNKNOWN_ALIAS_BASE_Q 2082

/GNORE_EVENT MQRC_UNKNOWN_DEF_XMIT_Q 2197

/GNORE_EVENT MQRC_UNKNOWN_OBJECT_NAME 2085

/GNORE_EVENT MQRC_UNKNOWN_REMOTE_Q_MGR 2087

/GNORE_EVENT MQRC_UNKNOWN_XMIT_Q 2196

IGNORE_EVENT MQRC_XMIT_Q_TYPE_ERROR 2091

IGNORE_EVENT MQRC_XMIT_Q_USAGE_ERROR 2092

FINISH_EN_KLAAR

General usage

Running WatchEvent

To run WatchEvent make sure the working directory for the executable is the same directory where all the setup files (ini and txt) are stored (see Fig 3).

[image: image7.png]Shortcut to WatchEvent.exe Properties B[x]

General | Shorteut | Compatbilty | Securty |

—
m— Shotoutto WatchEventere
i

Tergettype:  Applcation
Target location: Debug

Torget: mymm-j\wm

= cw%\m,\wmmw

/

Executable and working directory must be the same

Fosl





Figure 3 - Working directory
If you start WatchEvent with no startup parameters the code will look for the default initialization file “watchevent.ini”.  If WatchEvent can’t find an ini file it will display the following error window:
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Figure 4 - Startup error message

If you want to use a different initialization file just start WatchEvent with a startup parameter of the name of the ini file that must be used:

watchevent myinifile.ini
WatchEvent should now start up and if default position and size of indicators are used the six indicators should be displayed after a few seconds in the top left of your screen (See Fig. 1 and Fig. 2).  Look closely, the default height of the indicators is only 5 pixels high.  With the last indicator is orange it indicates that WatchEvent has a problem connecting to the queue manager.

Indicators
Indicator 1 – Queue Manager
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: No problem
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: Warning

· The queue manager started more often than specified by the settings.
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: Error or potential serious problem

· There is a strong possibility that one of the queue managers is not running.

Indicator 2 – Channels
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: No problem
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: Warning

· A channel started or stopped event was generated more often than specified by the settings.
· An MQRC_CHANNEL_AUTO_DEF_OK event was generated and the phrase WATCH_CHANNEL_ALERT_AUTODEF_OK was set to YES.
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: Error or potential serious problem
· An MQRC_CHANNEL_AUTO_DEF_ERROR event was generated and the phrase WATCH_CHANNEL_ALERT_AUTODEF_ERROR was set to YES.
Indicator 3 – Queues General
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: No problem
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: Warning

· An MQRC_GET_INHIBITED or MQRC_PUT_INHIBITED event was generated more often than specified by the settings.

· An application tried to access an unknown object.
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: Error or potential serious problem

· An event was generated indicating an unauthorized attempt.

Indicator 4 – Queues Depth Related
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: No problem
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: Warning
· There are more MQRC_Q_DEPTH_HIGH events than MQRC_Q_DEPTH_LOW events.

· An MQRC_Q_DEPTH_HIGH event was generated within the last WATCH_QUEUE_ DEPTH_PERIOD seconds.  So, even if an MQRC_Q_DEPTH_HIGH event is immediately followed by an MQRC_Q_DEPTH_LOW event, this indicator will still be blue until the WATCH_QUEUE_DEPTH_PERIOD expires.  This is to alert the administrator that there was a possible dangerous situation, even if that situation is now rectified.
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: Error or potential serious problem

· A queue reported that it is full.

Indicator 5 – Performance
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: No problem
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: Warning

· There are more service interval high events than service interval  ok events.
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: Error or potential serious problem

· If there is a service interval high event on a queue and there is no service interval low event within the period specified by the settings.

Indicator 6 – Other
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: No problem
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: Warning

· There is a message in the queue that is not recognized as a valid event message
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: Error or potential serious problem
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: Information only or a problem when WatchEvent can’t connect to queue manager.

· WatchEvent have a problem connecting to the event queue manager – please ignore all other indicators.

Dialog windows – Supporting Information
Open the first level dialog windows to show supporting information by left-mouse click on any of the indicators.

Indicator 1 – Queue Manager
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Figure 5 - Queue Manager Supporting Information
The basic layout of all the supporting information dialog windows are shown in the figure above. The “Clicked Indicator” field show which indicator was clicked.  All events relevant to the indicator are shown in the main body of the screen in a list box.  Die area below the list box show some of the settings in the watchevent.ini initialization file that is relevant to events for the clicked indicator.
The detail inside the list box shows queue manager name, timestamp and event name information.  

To show detail information about any one of the events, select the event and then click on the “Detail” button (or just double click the event).  Figure 6 shows an example of the Queue Manager Event Detail dialog window.
For a description on why this event was generated and a possible programmer action, click the “Description” button after selecting an event and a window similar to Figure 7 will be displayed.

To show all current events, click the “Show All” button to display a window similar to Figure 8.
.
It is also possible to display a graphic queue manager active and inactive periods.  Select a maximum of 5 queue managers from the list box and click the “Graph” button.  A window similar to Figure 9 will be displayed.
Dialog windows following Queue Manager Supporting window:
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Figure 6 - Queue Manager Event Detail

The Event Detail dialog window will translate the very cryptic information in the event message to something representing the English language a little bit better.
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Figure 7 - Queue Manager Event Description

Figure 6 will provide an explanation and a possible programmer / administrator response for the selected event.
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Figure 8 - Show All
After clicking on the “Show All” button a window similar to Figure 7 will be displayed, mixing all the indicator’s events into one window.
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Figure 9 - Queue Manager Graph

One of the more powerful features of WatchEvent is to draw simply graphs to try and show related events together in a picture.  Figure 8 above shows the active and inactive times for three queue managers between 13:35:21 on 7th September 2005 and 11:29:56 on 9th September 2005.  Note that the 3rd queue manager, QMZZZ, was only active for a short amount of time at the end of the graph, no information was available about this queue manager before.
Also note the position of the mouse on the graph. It shows that both queue managers QMX and QM2 went active at around 07:05:00 on 8th September 2005.

All graphs are shown in GMT timezone.

Indicator 2 – Channels

When clicking on the second indicator a window similar to Figure 10 will be displayed showing all channel related events.  Double click any of the events (or select event and click the “Detail” button) to display a window like Figure 11 to see the detail information in the event.
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Figure 10 – Channels Supporting Information
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Figure 11 - Channels Event Detail
To see a description of a particular event, highlight the event and click on the “Description” button to show a window similar to Figure 12.
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Figure 12 - Channels Event Description
By selecting up to 5 different channels it is possible to see a simple graphical representation of channel status over time, see Figure 13.
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Figure 13 - Channels Graph
Indicator 3 – Queues General

The third indicator show events that are related to queues, excluding depth related events, see Figure 14.
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Figure 14 - Queues General Supporting Information
For detail event information double click any event or select the event and click the “Detail” button, see Figure 15.
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Figure 15 - Queues General Event Detail
Select any event and click the “Description” button to see a short description about the event, see Figure 16.
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Figure 16 - Queues General Event Description
Indicator 4 – Depth Related

The fourth indicator show events that are queue depth related, see Figure 17.
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Figure 17 - Queues Depth Related Supporting Information
Double click any event or select an event and click the “Detail” button to show detail event information, see  Figure 18.
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Figure 18 - Queues Depth Related Event Detail
To see an event description select the event and click the “Description” button, see Figure 19.
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Figure 19 - Queues Depth Related Event Description
Indicator 5 – Performance

When performance related events are activated INTERVAL_HIGH and INTERVAL_LOW events are generated.  See Figure 9 for a typical display.
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Figure 20 - Performance
To display a graph of performance related events, select up to 5 different queues and click on the “Graph” button and a dialog window similar to Figure 10 will be displayed.
Dialog windows following Performance Supporting window:
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Figure 21 - Performance Graph

The red bars at the bottom of Figure 11 show when a queue was in an “INTERVAL_HIGH” state and the green bars show when a queue was in an “INTERVAL_OK” state.  The line graph show the corresponding queue depth at the point in time when the event was generated.
Indicator 6 – Other

When “other” information needs to be displayed, it might appear in this window.  For instance, when there is a message in an event queue that is not recognized as a valid event, it will be indicated here, see Figure 22.
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Figure 22 - Other
To exit the application right-mouse click on any indicator and select the “Exit” menu entry.  See Figure 12 below.
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Figure 23 - Exit and Information access
Plans for future versions

1. Add Actions: This will watch for a specific event and then forward another message (or the event message ?) to a specified queue.  In this way you will be able to automate some actions based on specific events.

2. Look at error logs

3. Collect and show statistics

4. Sort list box to show all events about one object together
5. Make “Supporting Information” screen list box easier to read.

6. Do not delete events after EVENT_REMOVE_OLDER_THAN seconds, rather move to a backup queue and 

7. ….. waiting on suggestions from users.
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5. Add error message to indicate absence of ini file. 
6. Move version indicator from “Supporting Information” screen to “Information” screen.
